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Abstract— In this work an obstacle avoidance method is
proposed for mobile robot autonomous navigation using a
stereo camera as unique sensor. For each point of the world
the disparity is computed from left and right images. With
this approach, it is possible to determine the distance of
nearby objects. Moreover, an elevation map is also com-
puted for each pair of images. This map is used to remove
the floor information in order to consider only the distances
to the objects. Finally, using the depth and elevation maps
an heuristic is defined to guide the robot avoiding obsta-
cles. The method was successfully tested on indoor and
outdoor environments.

I. INTRODUCTION

The task of obstacle avoidance is one of the most im-
portant and researched problems in the field of mobile
robotics. In order to navigate in the real world, it is nec-
essary to detect those areas of the world that are danger-
ous or impossible to traverse. To accomplish the task of
obstacle avoidance, a robot needs to know the distance
of the objects around it. The most popular method to
extract depth information from visual images is stereo vi-
sion which produces depth maps, the drawback of this
technology is it requires a power platform processor.

There are several works applying stereo vision for ob-
stacle avoidance on mobile robots. In [1] three methods of
obstacle avoidance that use disparity maps are compared.
The first phase is common to the three methods: all of
them divide the disparity map in three parts or windows:
left, central and right. The difference between methods
resides in how they process the information from this re-
gions. The first method proposes to compute the disparity
average on each window. Then, the robot is guided to the
area with the smallest value (assuming that the window
has the less number of obstacles). The second method is
an improvement of the first. In the beginning, it is only
considered the central window of disparity map. The per-
centage of pixels with high disparity (higher than a given
threshold) is computed. If the percentage is high, it is
considered that in front of the camera there is an obsta-
cle, and thus an avoidance action is performed. To choose
a direction where the robot can move, side windows are
analysed. The window with smaller disparity average is
chosen. The third method takes into account the condi-
tion that the three windows have a high disparity average.
If the robot falls into this case, it should perform an es-
cape action, for example, to turn 180 degrees, or going
backwards.

In [2], the use of just one part of the image it is sug-
gested, a smaller area in compared to the whole image.
This area is known as the region of interest. This approach

reduces the time required to obtain the result. However,
this method presents a drawback, given that if the region
of interest is too small, relevant information of the scene
could be ignored.

In the current work, a new obstacle avoidance method
based on depth and elevation maps is proposed. The
methods in [1] and [2] are taking as starting points.

II. METHODS

In this section we describe a method for the obstacle
avoidance task, which consists of three main steps. In the
first step the depth map is computed. The second step
consists in the computation of the elevation maps and the
third step correspond to the control algorithm which is
based in the avoidance heuristic, that is, the manner by
which the disparity map is analysed in each time step in
order to command the robot.

A. Depth maps

To get depth maps it is necessary to have images in
such a way that the corresponding pixels (homologous
pixels) between one image and the other have the same
height. For this reason, the images must be first recti-
fied and vertical aligned as shown in Fig. 1. The Fig. 2
shows the resulting projective geometry after the images
preprocessing. To obtained depth information of a parti-
cle real-world point its disparity is used. Disparity is the
distance of a pixel in one image with its homologous in the
other. disparity map is defined as the matrix which con-
tains these values. The pixels belonging to nearby objects,
have higher disparity than those belonging to far away
objects. Homologous pixels are found using a matching
algorithm.

(a) Original Images captured during
camera calibration.

(b) Images after rectification and
vertical aligned.

Fig. 1. Images preprocessing just before the computation of dispar-
ity maps.
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Fig. 2.  Rectified and vertical aligned images. The Z depth can
be computed using similar triangles property. Images adapted
from [3].

Let 2! y 2" the horizontals positions of homologous
points in the left and right images, respectively. There-
fore, the disparity d is given by d = z! — 2. Using similar
triangles (1) it is possible to estimate the depth Z of one
point in the real world given the focal distance f, the base-
line T' and disparity value d. The Fig. 2(b) shows the use
of similar triangles geometry.
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The real-world distance from one point to the camera
is inversely proportional to disparity value (Fig. 3). If the
disparity value is close to zero then small variations in the
disparity generate big variations in depth. On the other
hand, if disparity value is big, then small variations in
depth do not generate depth differences.
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Fig. 3. Depth is inversely proportional to disparity, thus measure-
ments are limited to nearby objects. Images adapted from [3].

Fig. 4 resumes the process to obtain disparity map given
two images captured by a stereo camera. After rectifica-
tion and vertical alignment of images, horizontal align-
ment is perform in order to define which element of the
image will have zero disparity. This alignment can change
according to the environment. In general, one takes as
reference the farthest point of the environment. Finally,
the disparity map is computed. HSV color-space is used
to represent disparities values (see Fig. 4(d)), in order to
facilitate visualization of objects closeness.

B. FElevation maps

An usual problem with obstacle avoidance methods
based on disparity maps, is that the floor where the robot
is moving;, is frequently considered as a nearby object (de-
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Fig. 4. Pictures where are shown partials results during the process
to obtain disparity maps. (a) left original capture. (b) images
horizontally aligned, one on top of another, in gray scale. (c)
elevation map. (d) resulting disparity map.

pending of brightness, material, texture, etc) as shown
Fig. 4(c).

To improve the avoidance heuristic, height information
is added. For each pair of images, an elevation map is
computed. This map is used to ignore the floor, in contrast
to the approach of [2] which implements a horizontal line
to limit the region of interest.

To compute the elevation map, the perspective trans-
formation matrix @ is used to compute the 3D point rep-
resentation for each pixel (z,y):

XY ZW]" =Q x [zyd1]"
3dPoint(z,y) = (X/W,Y/W, Z/W)
where d is the disparity of the pixel (z,y)

In this way, we can obtain a 3D Point Cloud corre-
sponding to the current robot view. To obtain the ele-
vation map, the y coordinate of the 3D points (z,y, 2)
is saved. Observe that y is the height of the point in the
world. Using this information it is possible to discriminate
between points belonging to the floor and those which do
not. Therefore, if a point’s height is smaller than a given
threshold it is considered as a floor point. The points
which do not belong to the floor make up the region of
interest.

C. Obstacle avoidance

The obstacle avoidance control algorithm is based on
the Threshold Estimation Method [1]. This method uses
disparity maps to approximate the distance of objects to
the robot. In this work a variation of this algorithm is
developed.

First, the disparity map is divided in three vertical win-
dows of variable size. The central window was configured
bigger than the side windows. In this way, we attempt
to minimize the limitations caused by camera vision an-
gle and try to cover an area bigger enough to detect ob-
jects localized in front of the camera as potential obstacles.
Moreover, the side windows were configured with differ-
ent size in order to reduce the noise generated by the lack



of information in the border of the disparity map (black
areas in the borders of Fig. 4(d)).

The second step consists in the estimation of the per-
centage of disparity map pixels which represent nearby
objects. These percentages are obtained for each window.
The pixels whose disparity are greater than a given thresh-
old are considered nearby (while smaller is the threshold,
greater will be the mount of pixels considered as nearby).
Also, the pixels which do not have disparity information
are taking into account, given that the disparity maps
present in general a great number of areas where it is not
possible to find matching pixels between images. To avoid
that these pixels take precedence over the high disparity
pixels, they are taking into account weighting at 30% of
high disparity pixel value. It should be pointed out that,
for performance efficiency, the side areas are not processed
until it is really necessary, as it is shown bellow.

The next step is to take the movement decision. First,
only the central area is analysed. If the percentage of high
disparity pixels is smaller than a given threshold (to in-
stance 30%) it is considered that the road is free of obsta-
cles and the robot can continue its trajectory. In contrast,
if the threshold is exceeded, the percentages of side win-
dows are compared. The window with the smallest value
indicate the direction with few or no obstacles, therefore
the robot is turned accordingly.

III. RESuULTS

To carry out the experiments, the ExaBot robot [4] was
used. It was designed and manufactured in the FCEyN
- UBA Argentina. It is a differential mobile vehicle with
two caterpillar tracks and two DC motors, which allow to
perform 2-DoF egomotion on the plane. For the experi-
ments, the robot was configured with a stereo camera and
a laptop.

The stereo vision equipped on the robot is a Minoru
camera. The camera’s specifications are: 60 mm of base
stereo, 2.0 USB connection, from 320 x 240 to 1280 x 480
output resolution sizes (640 x 480 is used), 15 ~ 30fps
and 1.5 W power consuming. The laptop used for the
experiments has an Intel Core 5 ~ 2.67 GHz processor
and 4 GB of RAM. During the experiments, a processing
of 8 ~ 10 frames per second was achieved.

The method was tested on indoor environments with
objects of minimum size of 40 ¢m x 30 ¢cm x 15 cm. In
Fig. 5(b) and Fig. 5(c), images of the robot executing the
obstacle avoidance algorithm are presented. Some prelim-
inary experiments were also conducted in outdoor envi-
ronments (Fig. 4).

Table I shows the time (in milliseconds) consumed by
each method step. It can be seen that the largest amount
of time corresponds to the disparity map computation.
Disparity maps is computed using LIBELAS library [5].

At this moment obstacle avoidance implementation uses
only a horizontal line to limit the region of interest by
eliminating the floor. The use of elevation maps has been
proposed and implemented but not used in the proposed
method yet. Anyway, elevation maps were computed dur-
ing the experiments and the floor was correctly identified
as such using this technique.

(a)

Fig. 5. (a) Exabot robot mounted with a Minoru stereo cam-
era and standard laptop. (b) and (c) trajectories performed
by the robot during obstacle avoidance experiments. In
http://youtu.be/Gxwl0E4BhbQ is possible to watch one of the
experiment videos.

[Method step [time in ms |

Disparity map 78
Elevation map 10.7
Control 1.3
[ Total [ 90 ]
Table I

FRAME PROCESSING TIME (IN MILLISECONDS) WHO TAKES EACH
METHOD PHASE.

IV. DiscussioN

During the experiments, we could observe that the qual-
ity of object detection depends directly on the size, texture
and brightness. On the other hand, we observe the high
computing cost of disparity maps. To overcome this issue,
a possible optimisation is to compute the disparity maps
corresponding to each window of image on demand, i.e.
compute the side disparity maps when it is not possible
to move forward.

V. CONCLUSION

In this work, an obstacle avoidance method based on
depth and elevation maps was presented. In the experi-
ments, the method uses a horizontal line, instead of height
information, to ignore the floor. However, elevation maps
were computed during algorithm execution and the floor
was correctly identified. The method was successfully
tested on indoor and outdoor environments.
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